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1 Introduction
It is a great challenge to plan the future networks because the networks are expected to be characterized by a high densification of nodes and heterogeneity of layers, applications, and RAT (Radio Access Technologies). With the applications of big data analytics or Artificial Intelligence (AI) technology on the data from the nodes, layers, applications, RATs etc., the network operation could become intelligent, self-aware, and self-adaptive.
In February, 2017, the 5G architecture as shown in the Figure 1-1 has introduced the NWDAF (Network Data Analysis Function) to provide slice network data analytics. 


[bookmark: OLE_LINK9]Figure 1-1: 5G architecture with the NWDAF
In May, 2017, a new SID FS_eNA (Study of enablers for Network Automation for 5G) on Big Data/AI was approved to support network automation deployment with information exposure across technical domains for context mining.
This contribution tries to introduce and popularize the general big data analytics architecture into the 5G network architecture and proposes the key issues which are supposed to be discussed in the 3GPP meeting. 
2 General Big Data Analytics Flows 
Usually, a big data analytics starts with a specific task. We take the Real Estate Forecast as an example task for the discussion. The target of the example task is to train a Real Estate Forecast big data model with ML (Machine Learning) algorithm based on a sample data set. The Real Estate Forecast model could predict/output price of a new house.
A general big data analytics could be divided into two phase: Offline Model Training and Online Model Usage with the trained model. 
2.1 Offline Model Training
The offline model training architecture is shown in Figure 2.1-1. The target of the architecture is to acquire a big data model with historic data.


Figure 2.1-1: Offline Model Training with historic data
2.1.1 Sample Data Collection
Sample Data Collection is to collect information related to the task, e.g. text, image, speech etc. 
On one hand, during the sample Data Collection phase, some data types for Data Collection are uncertain, since it is unclear what data type is closely related to the task before the Feature Selection and Model Training phase. Hence, the Data Collection in this phase tries to collect the data types which are supposed to be related with the task (the bigger the better). 
On the other hand, for the purpose of improving the generalization ability of the big data model with the help of supervised learning (SL), it is recommended to label the sample data during the collection procedure. For example, the price for a house should be collected for the Real Estate Forecast task. As opposed to the SL, unsupervised learning (USL) usually collect sample data without label, which lightens the burden of the Sample Data Collection task, but the generalization ability of the model trained by the USL is not strong.
Please note that it is not very clear how to apply USL in 5G so far and it is proposed to only study SL temporarily and therefore the following part focuses on SL.
The original sample data set collected for Real Estate Forecast is listed in Table 2.1.1-1.
Table 2.1.1-1: Data collected for Real Estate Forecast
	Order
	PID
	Lot 
Frontage
	Lot 
Area
	Year 
Built
	Total 
Bsmt SF
	
Yr Sold
	
Others
	Garage 
Area
	SalePrice

	1
	0526301100
	141
	31770
	1960
	1080
	2008
	…
	528
	215000

	2
	0527146030
	39
	5389
	1995
	1595
	2010
	…
	608
	236500

	3
	0527162130
	60
	7500
	
	994
	2010
	…
	442
	189000

	4
	0527163010
	75
	10000
	1993
	763
	2009
	…
	440
	175900

	5
	0527165230
	
	7980
	1992
	1168
	2005
	…
	420
	185000

	6
	0527166040
	63
	8402
	1998
	789
	2001
	…
	393
	180400

	7
	0527180040
	85
	10176
	1990
	1300
	2010
	…
	506
	171500

	8
	0527182190
	
	6820
	1985
	1488
	2010
	…
	528
	212000

	9
	0527216070
	47
	53504
	2003
	1650
	2012
	…
	841
	538000

	…
	…
	…
	…
	…
	…
	…
	…
	…
	…

	M
	0527225035
	152
	12134
	1988
	559
	2010
	…
	492
	164000


NOTE 1: The sample data set is extracted from the Ames, IA Real Estate Data [11].
NOTE 2:	The M in the Table 2.1.1-1 is the volume of the original sample data set.
Where the data types in the Table 2.1.1-1 are explained as follows,
· Order (Discrete): Observation number,
· PID (Nominal): Parcel identification number - can be used with city web site for parcel review,
· Lot Frontage (Continuous): Linear feet of street connected to property,
· Lot Area (Continuous): Lot size in square feet,
· Year Built (Discrete): Original construction date,
· Total Bsmt SF (Continuous): Total square feet of basement area,
· Garage Area (Continuous): Size of garage in square feet,
· Yr Sold (Discrete): Year Sold (YYYY),
· SalePrice (Continuous): Sale price $$.
2.1.2 Data Pre-Processing
Data Pre-Processing is to discard privacy, irrelevant and redundant information or noisy and unreliable data. 
In Table 2.1.1-1, the PID column is privacy information, the Year Built in the Order=3 row and the Lot Frontage in the Order=5/8 rows are missing, in which all the information should be discarded. The clean sample data set after Data Pre-Processing is listed in Table 2. 1.2-1.
Table 2.1.2-1: Data cleaned for Real Estate Forecast
	Order
	Lot 
Frontage
	Lot 
Area
	Year 
Built
	Total 
Bsmt SF
	
Yr Sold
	
Others
	Garage 
Area
	SalePrice

	1
	141
	31770
	1960
	1080
	2008
	…
	528
	215000

	2
	39
	5389
	1995
	1595
	2010
	…
	608
	236500

	3
	75
	10000
	1993
	763
	2009
	…
	440
	175900

	4
	63
	8402
	1998
	789
	2001
	…
	393
	180400

	5
	85
	10176
	1990
	1300
	2010
	…
	506
	171500

	6
	47
	53504
	2003
	1650
	2012
	…
	841
	538000

	…
	…
	…
	…
	…
	…
	…
	…
	…

	N
	152
	12134
	1988
	559
	2010
	…
	492
	164000


NOTE 1: The N in the Table 2.1.2-1 is the volume of the clean sample data set.
2.1.3 Feature Engineering
The Feature Engineering includes Feature Extraction/Normalization, Feature Selection, etc.
Feature Extraction/Normalization [1] 
A feature is such as an individual measurable attribute or property of the task. The original feature set for the Real Estate Forecast is listed in Table 2.1.3-1.
Table 2.1.3-1: Feature(s) created for Real Estate Forecast
	Feature ID
	Feature
	Description

	00001
	Lot Frontage
	Linear feet of street connected to property

	00002
	Lot Area
	Lot size in square feet

	00003
	Year Built
	Original construction date

	00004
	Total Bsmt SF
	Total square feet of basement area

	00005
	Yr Sold 
	Year Sold (YYYY)

	…
	…
	…

	S
	Garage Area
	Size of garage in square feet


NOTE 1:	The S in the Table 2.1.3-1 is the dimension of the original feature set.
The Feature Extraction is to derive feature value(s). 
Table 2.1.3-2: Sample Data Set for Real Estate Forecast before Normalization
	Order
	SalePrice
	Feature ID

	
	
	00001
	00002
	00003
	00004
	00005
	…
	S

	1
	215000
	141
	31770
	1960
	1080
	2008
	…
	528

	2
	236500
	39
	5389
	1995
	1595
	2010
	…
	608

	3
	175900
	75
	10000
	1993
	763
	2009
	…
	440

	…
	180400
	63
	8402
	1998
	789
	2001
	…
	393

	N
	171500
	85
	10176
	1990
	1300
	2010
	…
	506



The Feature Normalization [5] is to transform the sample data set from one range to another. People generally go for 0–1 range and a common Feature Normalization method is the Min-Max Normalization as follows,
                           (1)
In the formula (1), 
·  is the normalization value,
·  is the original value,
· and  or  is the maximum value or minimum value for the data type, respectively.
Table 2.1.3-3: Sample Data Set for Real Estate Forecast after Normalization
	Order
	SalePrice
	Feature ID

	
	
	00001
	00002
	00003
	00004
	00005
	…
	S

	1
	0.2300
	0.705
	0.79425
	0.6
	0.54
	0.4
	…
	0.528

	2
	0.2530
	0.195
	0.134725
	0.95
	0.7975
	0.5
	…
	0.608

	3
	0.1518
	0.375
	0.25
	0.93
	0.3815
	0.45
	…
	0.440

	…
	0.1608
	0.315
	0.21005
	0.98
	0.3945
	0.05
	…
	0.393

	N
	0.1430
	0.425
	0.2544
	0.90
	0.65
	0.5
	…
	0.506



For example, given that the SalePrice’s maximum value or minimum value is 600 thousand dollars or 100 thousand dollars respectively, then normalized SalePrice the order=1 row in the Table 2.1.3-3 is as follows,

Feature Selection 
Feature Selection is to determine the most relevant feature(s) in order to prevent over-fitting or under-fitting [2]. 
Over-fitting refers to a model that models the Sample Data Set too well which means that the model produces analysis that much too closely matches the Sample Data Set. An over-fitting happens when a model learns the detail and noise in the Sample Data Set to the extent that it negatively impacts the performance of the model on new data. Under-fitting refers to a model that can neither model the Sample Data Set nor generalize to new data. An under-fitting machine learning model is not a suitable model and will be obvious as it will have poor performance on the Sample Data Set.
NOTE 2:	The Feature Selection may also performed during the Model Training phase.
In Table 2.1.3-1, the Year Sold (YYYY) maybe not outstanding feature to predict a house’s price, so it is removed from the feature set. The selected feature set for the Real Estate Forecast is listed in Table 2.1.3-4. 
Table 2.1.3-4: Feature(s) Selected for Real Estate Forecast
	Feature ID
	Feature
	Description

	00001
	Lot Frontage
	Linear feet of street connected to property

	00002
	Lot Area
	Lot size in square feet

	00003
	Year Built
	Original construction date

	00004
	Total Bsmt SF
	Total square feet of basement area

	…
	…
	…

	D
	Garage Area
	Size of garage in square feet


NOTE 3:	The parameter D in the Table 2.1.3-4 is the dimension of the selected feature set.
Table 2.1.3-5: Sample Data Set for Real Estate Forecast after Feature Selection 
	Order
	SalePrice
	Feature ID

	
	
	00001
	00002
	00003
	00004
	…
	D

	1
	0.2300
	0.705
	0.79425
	0.6
	0.54
	…
	0.528

	2
	0.2530
	0.195
	0.134725
	0.95
	0.7975
	…
	0.608

	3
	0.1518
	0.375
	0.25
	0.93
	0.3815
	…
	0.440

	…
	0.1608
	0.315
	0.21005
	0.98
	0.3945
	…
	0.393

	N
	0.1430
	0.425
	0.2544
	0.90
	0.65
	…
	0.506



2.1.4 Model Training 
· Data Visualization [3]/Model Hypothesis [4]
Data visualization tries to place the Sample Data Set in a visual context to help us understand the significance of data. Patterns, trends and correlations that might go undetected in text-based data can be exposed and recognized easier with data visualization software. 
Based on the result of the Data Visualization, the Model Hypothesis is to select a ML algorithm to fit the Sample Data Set.
For example, we use the LR (Linear Regression) ML algorithm to describe the Training Set for the Real Estate Forecast task. A LR is a statistical method that allows us to summarize and study relationships between two continuous (quantitative) variables i.e. . The target function for LR is as follows,
              (2)
In the formula (2), 
·  is dependent variable, the price of a house,
·  is independent variable vector, a feature vector corresponding to a sample data for the house,  is a constant and equal to 1,  (i=1, 2, …, D) is Lot Frontage, Lot Area, Year Built, Total Bsmt SF, …, Garage Area,
·  is a parameter vector. The  is also called effect or weight vector. The effect/weight  directly reflects the significance of the data  impacts on the target or label for the task. The target for Model Training phase is to learn the parameter vector,
· D is the dimension of the feature set.
A cost function for LR is given as follows,
              (3)
A cost function is a mathematical formula used to quantify how the model production expenses will change at different output levels. In other words, it estimates the total cost of production given a specific quantity produced. In the formula (3),
·  is the MSE (Mean Square Error),
·  is a sample data,
·  is the real price of the sample data , 
· while,  is the hypothesis price of the sample data ,
· and N is the volume of the sample data set.
Obviously, for the purpose of approximating the reality and get a best big data model, the target of the Model Creation is to minimize the cost function as small as possible.
· Data Partition 
Usually, the normalized sample data set will be divided into two sets at the beginning of the Model Training phase:
· Training Set, to train or build a big data model;
· Test Set, to evaluate the final or optimal model.
· Model Creation
The Model Creation is to learn parameters of the ML algorithm and select a model [6] with best performance, which includes Model Training and Model Testing based on the Training Set and Test Set respectively.
Usually, an optimization algorithm (e.g. Gradient Descent [7]) is used to train a big data model based on the Training Set. The performance of the final optimal model is evaluated on the Test Set.
A big data model is a parameterized set of probability distributions, for example, the big data model for Real Estate Forecast can be described in the formula (4),
              (4)
NOTE 1:	A ML algorithm is the general approach which will be taken during the model training procedure. While, the big data model is what we get when running the algorithm over the Training Set and what we use to make predictions on new data. We can generate a new model with the same algorithm using different data, or a different model from the same data using a different algorithm. For example, the formula in (1) is a ML algorithm, however, the formula in (4) is a big data model. 
In the formula (4), 
· h(x) is the price for a house,
·  is a feature vector corresponding to a sample data for the house,
·  is an parameter vector, known after the Model Creation phase,
· and D is dimension of the feature set, known in the Feature Selection phase.
2.2 Online Model Usage
The trained model in clause 2.1 could be used to perform Online Prediction (e.g. packet/flow service classification) and Multiple Criteria Decision Making (e.g. dynamic QoS profile or UE traffic routing policy provision), etc.
2.2.1 Online Prediction
The Online Prediction architecture is shown in Figure 2. 2.1-1. Based on the model trained in clause 2.1, the target of the architecture is to perform a big data analysis on new data and make prediction online.


Figure 2. 2.1-1: Online Prediction with new data
For Online Prediction, usually the following steps are preformed:
· At this stage one already knows what data types are most relevant to the specific task based on the selected feature(s) during the offline training phase, i.e. Feature Selection. 
· Collect new data which is most relevant without labelling. 
· Derive a feature vector via Data Pre-processing and Feature Engineering. 
· Feed feature vector into the trained model to get the prediction result.
Take the Real Estate Forecast as an example, based on the Feature Selection and Model Training phase:
· During the offline training phase, one  has found out that the most relevant features are the Lot Frontage, Lot Area, Year Built, Total Bsmt SF, …, Garage Area,
· and then collect the corresponding new data and then derive a feature vector via Data Pre-processing and Feature Engineering, 
· feed feature vector into the trained model in formula (4) to get the house prediction for the city.
Back to telecom industry, the Online Prediction could be used to derive e.g. mobility pattern, background data classification.
2.2.2 Multiple Criteria Decision Making
In our daily life, we usually weigh multiple criteria implicitly and we may be comfortable with the consequences of such decisions that are made based on only intuition. On the other hand, for example, in making the decision of whether to build a nuclear power plant or not, and where to build it, there are not only very complex issues involving multiple criteria, but there are also multiple parties who are deeply affected by the consequences.
Structuring complex problems well and considering multiple criteria explicitly leads to more informed and better decisions. There have been important advances in this field since the start of the modern multiple-criteria decision-making discipline in the early 1960s. A variety of approaches and methods, many implemented by specialized decision-making software, have been developed for their applications in an array of disciplines, ranging from politics and business to the environment and energy.
This method should be able to apply to telecom industry e.g. in terms of how to provide dynamic QoS profile as the QoS profile is composed of e.g. Priority, Packet Delay Budget, Packet Error Loss, Max PLR, Average Window Size, etc., which obviously involves multiple conflicting criteria in decision making e.g. to provide a good user experience. Please refer to Clause 3.2 for the details.
Multiple Criteria Decision Making (MCDM) is a sub-discipline of operations research that explicitly evaluates multiple conflicting criteria in decision making. Conflicting criteria are typical in evaluating options: cost or price is usually one of the main criteria, and some measure of quality is typically another criterion, easily in conflict with the cost [8]. 
Multi-objective optimization is an area of MCDM that is concerned with mathematical optimization problems involving more than one objective function to be optimized simultaneously [9]. Optimal decisions need to be taken in the presence of trade-offs between two or more conflicting objectives. In mathematical terms, a multi-objective optimization problem can be formulated as follows,
  (5)

Where  is the number of objectives and set  is the feasible set of decision vectors. The feasible set is often defined by some constraint function. 
Many traditional methods such as the Generic Algorithm (GA) is trying to solve the multi-objective optimization problem [10]. 
There usually exists multiple optimal solutions of the multi-objective optimization.
Minimizing the house price while maximizing the square footage of houses in downtown is an example of multi-objective optimization problems involving two and three objectives, respectively. In practical problems, there can be more than three objectives.
Take the Real Estate Forecast as an example, given that the model in the formula (4) has been trained for house price prediction and the one would like to buy a house with e.g. 4 million RMB budget, then the following constrained function applies, 
              (6)
In the formula (5), 
· 0.2 is the price for the house has been normalized
·  is independent variable vector 
·  is a known parameter vector
· D is known dimension of the variable vector
The parameters  themselves often have their constraint function, e.g. the square footage of a house is limited in [0, 500].
The objective functions is as follows,
                               (7)
Then a solution set  could be solved with the GA algorithm, where  denotes the solution size. 
3 Big Data based 5G network architecture
[image: ]
Figure 3-1: Big Data based 5G network
Big data driven 5G network architecture is composed two parts:
1) Offline training with historical data:
· The NWDAF collects the data from the UE, RAN, CN (AMF/SMF/UPF/PCF etc.) and Application Server including 3rd Party. 
· The data from Application Server is labelled with the service performance estimation i.e. service MOS (Mean Opinion Score), which is very similar to (v)MOS but service MOS is measured by Application Server itself (as the Application Server should know how well its service  and usually measure the service by itself).
· The data with labelled service MOS is used to train the big data mode with the objective of providing maximum service MOS.
· With the collected data, the NWDAF performs Data pre-processing, Feature Engineering to get the sample data set.
· With the Sample Data Set, the NWDAF performs Data Partition to have Training Set and Test Set, which is used to train and evaluate the big data model for the specific task respectively. The big data model is trained with the objective of providing maximum service MOS.
2) Online prediction with new data:
· The NWDAF provides the network the analytic feedback to help the network perform prediction in terms of e.g. mobility pattern, background data classification and service based QoS profile
· If needed, the NWDAF may also provide the analytic feedback to the Application Server, which is dependent on the use case.
3.1 General 5G Network with Unified Interface
As shown in Figure 2.2-1, different service platforms (either operator controlled or 3rd party) usually have the very different service requirements and may change the their service requirements and therefore it looks necessary that 5G network should support unified interface between NWDA and Application server(s) to have a shorter TTM and have a quick response e.g. especially for the new emerging services.
However, as indicated in Clause 2 General Big Data Analysis flows, the general concept is that, during the sample Data Collection phase, some data types are uncertain, since it is unclear which data type(s) is closely related to the task before the Feature Selection and Model Training phase. 
In other words, as it is usually uneasy to evaluate which/how data type(s) is closely related to the service MOS without big data analysis as conflicting criteria, which are typical in evaluating options, and we have to involve more than one objective function to be optimized simultaneously, as indicated in clause 2.2.2, Multiple Criteria Decision Making. 
Consequently, we have to collect the data as much as possible. Thanks to Normalization as indicated 2.1. 3, it is possbile that we may design the interface with the value scopes of [0, 1] for all unknown data types. 
Please note that the network operators have been traditionally collecting information about their networks through network probes or via O&M and by other proprietary means, we would like to propose that the study only focuses on how to get data from UE and Application Server especially from 3rd party.
Observation 1: In order to have a shorter TTM and have a quick response, it is worth studying how to collect data from the UE and Application Server especially from 3rd party with unified interface.
3.2 Dynamic QoS Profile Provision
3.2.1 Background 
In 5G phase1, it is not clear how to get the QoS profile for non-standardized and therefore it is beneficial to leverage NWDAF to perform data mining and analytics to help the network to derive the QoS profile (as “Good” QoS profile should be measured by Service Provider).
Furthermore, regarding how to observe the target 5G QoS fulfilment, 5G QoS may need some enhancement per S2-170138 and S2-170968, which also need the data analytics from NWDAF:
· Currently 5G QoS target fulfilment observability is difficult as current QoS target definitions (e.g. bit rate and packet data drop) could not be used by eNB directly.
· New 5G QoS parameters may be needed e.g. the averaging widow size proposed by S2-170138 but what parameter(s)/how to get them are not clear, e.g. how to get the averaging widow size.
To make it more understandable, two possible scenarios are given as:
· Scenario 1:
· AS for VoLTE service, SA2 has agreed to add a new QoS parameter i.e. Maximum Packet Loss Rate (Max PLR), to help the RAN to determine the handover threshold for VoLTE. And nowadays, operators usually perform field test to get the Max PLR value of codecs.
· However, SA2 restricted Max PLR parameter to Voice service only in Rel. 15, but this parameter could be applied to other services in Rel. 16.
· If the Max PLR parameter is extended to other service, it may be difficult to perform filed test to obtain suitable Max PLR value for each service, which may require costly measurements and could result in a long time-to-market.
· Therefore, it may be more optimal to leverage NWDA to obtain a suitable Max PLR per service based on analyzing sample data set provided by 3rd parties.
· Scenario 2:
· As for URLLC service, RAN2 pointed out some new QoS parameters should be added, e.g. packet size and packet arrival rate.
· But it is not clear what NF should provide these parameters, RAN or CN?
· At present, both RAN2 and SA2 do not know how to get these parameters.
· Therefore, it may be more optimal to leverage NWDA to obtain these needed QoS parameters for URLLC service based on data analytics of URLLC trained data.
3.2.2 Solution
Based on the discussion in clause 2, a customized service QoS profile could be made using the big data:
· Firstly, with the labelled data from network and Application Server, the NWDAF is to train and evaluate the big data model with the objective of providing maximum service MOS , where the service MOS is the dependent variable and the QoS profile (e.g. Priority, Packet Delay Budget, Packet Error Loss, Max PLR, Average Window Size etc.) is the independent variable;
· Secondly, given a service experience requirement (e.g. service MOS is more than 3.0), we have a constraint function based on the trained model;
· Thirdly, objective functions for the QoS profile should be designed, e.g. Guaranteed Flow Bit Rate should be as small as possible while Packet Delay Budget should be as high as possible, so a function as follows is acquired,



· Finally, an algorithm (e.g. GA) for Multi-Objective Optimization problem is chosen to find, the suitable QoS profile.
3.2.2.2 Service Experience Model Training
1) Data Collection
The information related to the service experience, e.g. text, image, speech etc. could be collected. Some examples of  data types available in mobile networks are shown in Table 3.2.1.1-1.
Table 3.2.1.1-1: Data Types related to the service experience in mobile networks
	Source
	Data type

	Control info for short-term network operation
	Call/session setup, release, maintenance QoS, RRC, idle and connects mode mobility

	Control info for SON functions
	Info on Radio link failure, intercell interference, UE measurements, MDT measurements, radio resource status, cell load signaling, etc.

	Management information for long-term operation
	Fault configuration, accounting, performance and security management (FCAPS), Operations and Management, e.g., in OAM aggregated statistics per eNB, on network performances, # users, successful/failed HO, active bearers, information from active probing

	Customer Relationship Information
	Complaints about bad service quality, churn info


2) Data Pre-Processing
To discard privacy, irrelevant and redundant information or noisy and unreliable data.
3) Feature Engineering
To perform Feature Extraction/Normalization, Feature Selection, Feature Extraction, etc., finally obtain a Sample Data Set that has been normalized. 
Among the flows in the Feature Engineering, the Feature Normalization method has been introduced in clause 2.1.3. For example, suppose that we have,
,
then the normalization method for the  based on formula (1) in clause 2.1.3 is as follows,

where the , is an original .
4) Model Training
This step performs Data Partition, Data Visualization, Model Hypothesis, Model Creation, etc., to finally obtain a service experience model as follows (suppose we also use the LR algorithm shown in clause 2.1.4),
              (8)
In formula (8), 
· h(x) is the service experience for a service, such as the customer relationship information in the Table 3.2.1.1-1
·  is a feature vector corresponding to a sample data for the service, such as the Control info for short-term network operation, Control info for SON functions and Management information for long-term operation which has been normalized in in the Table 3.2.1.1-1
·  is an parameter vector, known after the Model Creation phase,
· D is dimension of the feature set, known in the Feature Selection phase.
5) Customized QoS Profile Provision
Based on the trained service experience model trained in 4), then the QoS profile to gain good service experience could be provisioned with the Multiple Criteria Decision Making introduced in clause 2.2.2.
Specifically, given that the model in the formula (8) has been trained for a service experience and the User or 3rd Party expect the, then following constrained function applies, 
              (9)
In the formula (9), 
· 0.6 is the MOS for the house has been normalized i.e. , the 0.6 is calculated in the following way,

·  is independent variable vector, in which  that has been normalized may be a QoS parameter would like to be provisioned
·  is an known parameter vector
· D is known dimension of the variable vector
The parameters  themselves often have their own constraint functions, e.g. 

The objective functions are as follows,
                             (10)
Where M is the objective function size,  is the  objective function, such as,

Where  is , the physical meaning of  is to minimize the  for the service as small as possible.

Where  is Packet Delay Budget, the physical meaning of  is to maximize the Packet Delay Budget for the service as high as possible.

Where  is Maximum Packet Loss Rate, the physical meaning of  is to maximize the Maximum Packet Loss Rate as high as possible.
Then a solution set  could be found with the GA algorithm, where  denotes the solution size. In other words, the physical meaning of  is the customized service QoS profile. 
4 Proposal
It is proposed:
1) Add clause 2 as Annex for information.
2) Discuss whether it is worth studying how to collect data from the UE and Application Server especially from 3rd party with unified interface.
Add to add a new key issueuse case about how to provide some dynamic QoS profile to network (e.g. Max PLR, Average Window Size, etc.).
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* * * Start of first change * * * All new text
[bookmark: _Toc500949091]5.X.1	Use Case X: < NWDA-Assisted QoS Provisioning >
5. X.1.1	Description
Currently, the 5G network can provide a QoS framework to support different QoS requirements of different traffic types and the QoS parameters are maintained by the system during the lifetime of the PDU sessions. 
However, there are certain scenarios that the 5G system may not be able to support the initially provided QoS parameters. 
It is not clear how the network derives QoS profiles especially for non-standardized values and therefore it is beneficial to leverage NWDA to perform/provide the big data analytics to the CP functions to derive a suitable QoS profile.
The use case is required to study how the NWDAF provides some dynamic QoS profile to network (e.g. Max PLR, Average Window Size, etc.) to improve the network resource utilization and user QoS experience, which includes:
- How/what types of network information that could be provided by NWDAF to the network to improve the network resource utilization and user QoS experience.
* * * End of the changes * * * 
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